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#### Abstract

The valence-bond (VB) state correlation diagram model ${ }^{1}$ is utilized to derive reactivity factors for $\mathrm{S}_{\mathrm{N}} 2$ nucleophiles ( $\mathrm{N}:-$ ) and substrates (RX) in various solvents. These reactivity factors are applied to analyze reactivity patterns in the ensemble of the identity reactions ( $\mathrm{X}^{-}+\mathrm{CH}_{3} \mathrm{X} \rightarrow \mathrm{XCH}_{3}+\mathrm{X}^{-}$) and to bridge between gas-phase reactivity and reactivity in solutions. The trends in the reaction barriers are shown to arise from the interplay of intrinsic reactant properties and solvent properties in a manner which reflects the nature of $S_{N} 2$ as a transformation involving a single electron shift attended by bond interchange.


A fundamental problem of any model which attempts conceptualization of chemical reactivity is its ability to handle solvent effects in a manner which can be integrated into a methodical thought process. We would like to suggest that the VB state correlation diagram model ${ }^{1}$ can form a basis for such a conceptual framework. ${ }^{2,3}$

The $\mathrm{S}_{\mathrm{N}} 2$ reaction poses an excellent target for applying the VB model. Since the pioneering work of the University College, London, school, ${ }^{4}$ much decisive information has been learned about $\mathrm{S}_{\mathrm{N}} 2$ through elegant mechanistic studies in solution ${ }^{5}$ and in the gas phase. ${ }^{6,7}$ Therefore, by its application to $\mathrm{S}_{\mathrm{N}} 2$ reactions, the

[^0]VB model meets the challenge of bridging between reactivity trends in the gas phase and in solution.

In this manuscript we lay the foundations. We derive reactivity factors and we apply them to the identity $\mathrm{S}_{\mathrm{N}} 2$ reaction ( $\mathrm{X}^{-}+$ $\left.\mathrm{CH}_{3} \mathrm{X} \rightarrow \mathrm{XCH}_{3}+\mathrm{X}^{-}\right)^{8}$ in order to show how the interplay of reactant properties and solvent properties generates the trends in the barrier's height. By that we hope to unravel some of the basis from which spring structure-solvent-reactivity relationships. ${ }^{5}$

## I. $\mathrm{S}_{\mathrm{N}} \mathbf{2}$ Reactivity Factors in Solution

The $\mathrm{S}_{\mathrm{N}} 2$ reaction (eq 1) is a transformation that involves synchronous one-electron shift ( $\mathrm{N}: \rightarrow \mathrm{RX}$ ) and bond interchange. This feature characterizes the electronic reshuffle experienced by

$$
\begin{equation*}
\mathrm{N}::^{-}+\mathrm{R}-\mathrm{X} \rightarrow \mathrm{~N}-\mathrm{R}+\mathrm{X}:^{-} \tag{1}
\end{equation*}
$$

the "bare" reaction system and is invariant under change of the reaction medium. Therefore, the same state correlation diagram describes the chemical transformation in the gas phase ${ }^{1 b, c, g}$ and in solution. ${ }^{9}$ Such a state correlation diagram in a solvent (s) is shown in Figure 1.
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Figure 1. A valence-bond (VB) state correlation diagram for an $\mathrm{S}_{\mathrm{N}} 2$ reaction in solution. The upper anchor states of the curves are obtained by a single electron transfer (e.g., $\mathrm{N}^{-} \rightarrow \mathrm{R}-\mathrm{X}$ ) from their corresponding ground states. The solvent configurations are common for the two curves. (s) indicates equilibrium solvation while ( $s^{*}$ ) indicates nonequilibrium solvation.

The reaction barrier $(E)$ is a fraction $(f)$ of the energy gap separating the intersecting curves at the reactant end, less the crossing avoidance ( $B$ ), or quantitatively:

$$
\begin{equation*}
E=f\left[I_{\mathrm{N}:}-A_{\mathrm{RX}}\right]\left(\mathrm{s}^{*}\right)-B \tag{2}
\end{equation*}
$$

where $\left[I_{\mathrm{N}:}-A_{\mathrm{RX}}\right]\left(\mathrm{s}^{*}\right)$ is the vertical electron-transfer energy. The asterisk ( $\mathrm{s}^{*}$ ) signifies that the species in the upper states, e.g., N and ( $\mathrm{R} \cdot . \mathrm{X})^{-}$, are under conditions of nonequilibrium solvation, ${ }^{10}$ such that the solvent molecules surrounding them retain the original orientations they have around N :- and $\mathrm{R}-\mathrm{X} .{ }^{11}$

To estimate the vertical electron-transfer energies we employ thermochemical cycles similar to those that were used by Delahay ${ }^{12}$ in his photoemission studies. The cycle in eq 3 sums as the vertical

| $\left.\mathrm{N}:-{ }^{-} \mathrm{s}\right) \rightarrow \mathrm{N}:^{-}(\mathrm{g})$ | $\Delta E_{1}=S_{N}$ | ( $S>0$ ) | (3a) |
| :---: | :---: | :---: | :---: |
| $\mathrm{N}:^{-}(\mathrm{g}) \rightarrow \mathrm{N} \cdot(\mathrm{g})+\mathrm{c}^{-}(\mathrm{g})$ | $\Delta E_{2}=I_{N}:(\mathrm{g})$ | $\left(\equiv A_{\mathrm{N}} \cdot(\mathrm{g})\right.$ ) | (3b) |
| $\mathrm{N} \cdot(\mathrm{g}) \rightarrow \mathrm{N} \cdot(\mathrm{s})$ | $\Delta E_{3}=-S_{N}$. |  | (3c) |
| $\mathrm{N} \cdot(\mathrm{s}) \rightarrow \mathrm{N} \cdot\left(\mathrm{s}^{*}\right)$ | $\Delta E_{4}=R\left[\mathrm{~s}^{*}, \mathrm{~N} \mathrm{:}^{-}\right]$ |  | (3d) |
| $\mathrm{N} \mathrm{C}^{-}(\mathrm{s}) \rightarrow \mathrm{N} \cdot\left(\mathrm{s}^{*}\right)+\mathrm{e}^{-}(\mathrm{g})$ | $\Delta E=I_{\mathrm{N}}$ : $\left(\mathrm{s}^{*}\right)$ |  | (3e) |

process $\mathrm{N}^{-}(\mathrm{s}) \rightarrow \mathrm{N} \cdot\left(\mathrm{s}^{*}\right)+\mathrm{e}^{-}(\mathrm{g})$, which describes ionization of $\mathrm{N}:-(\mathrm{s})$ under frozen solvent orientations. The vertical ionization potential, $I_{\mathrm{N}}$ ( $\left.\mathrm{s}^{*}\right)$, therefore reads:

$$
\begin{equation*}
I_{\mathrm{N}:}\left(\mathrm{s}^{*}\right)=I_{\mathrm{N}:}(\mathrm{g})+S_{\mathrm{N}:}-S_{\mathrm{N} .}+R\left[\mathrm{~s}^{*}, \mathrm{~N}:^{-}\right] \tag{4}
\end{equation*}
$$

$I_{\mathrm{N}}(\mathrm{g})$ is the gas-phase ionization potential (or $A_{\mathrm{N}}$ ), while $S_{\mathrm{N}:}$ and $S_{\mathrm{N}}$ refer to desolvation energies of $\mathrm{N}:^{-}$and $\mathrm{N} \cdot$, respectively. $R\left[\mathrm{~s}^{*}, \mathrm{~N}:^{-}\right]$in eq 3d describes the reorganization energy involved in changing the solvation shells from the equilibrium positions they assume around $\mathbf{N}$.(s) to the original positions they had in $\mathrm{N}:$ : $(\mathrm{s})$, thus generating $\mathrm{N} \cdot\left(\mathrm{s}^{*}\right)$.

In a similar manner one obtains the energy change attending the process $\mathrm{R}-\mathrm{X}(\mathrm{s})+\mathrm{e}^{-}(\mathrm{g}) \rightarrow(\mathrm{R} \cdots \mathrm{X})^{-}\left(\mathrm{s}^{*}\right)$, and this is the required vertical electron affinity of the substrate, $A_{\mathrm{RX}}\left(\mathrm{s}^{*}\right)$, in solution:

[^1]\[

$$
\begin{equation*}
A_{\mathrm{RX}}\left(\mathrm{~s}^{*}\right)=A_{\mathrm{RX}}(\mathrm{~g})+S_{\mathrm{R} . . . \mathrm{X}^{-}}-S_{\mathrm{RX}}-R\left[\mathrm{~s}^{*},(\mathrm{R} \cdots \mathrm{X})^{-}\right] \tag{5}
\end{equation*}
$$

\]

$S_{\mathrm{R} \cdots \mathrm{X}}$ is the desolvation energy of $(\mathrm{R} \cdots \mathrm{X})^{-}$, while $R\left[s^{*},(\mathrm{R} \cdots \mathrm{X})^{-}\right]$ is the energy involved in reorganizing the solvent molecules from their equilibrium positions around ( $\mathrm{R} \cdots \mathrm{X})^{-}(\mathrm{s})$ to the original positions they had around $\mathrm{R}-\mathrm{X}(\mathrm{s})$, and yielding ( $\mathrm{R} \cdots \mathrm{X})^{-}\left(\mathrm{s}^{*}\right)$. Combining eq 4 and 5 one obtains the energy gap between the two curves in Figure 1.

$$
\begin{array}{r}
{\left[I_{\mathrm{N}:}-A_{\mathrm{RX}}\right]\left(\mathrm{s}^{*}\right)=\left[I_{\mathrm{N}:}-A_{\mathrm{RX}}\right](\mathrm{g})+S_{\mathrm{N}:}-S_{\mathrm{R} \ldots \mathrm{x}}+S_{\mathrm{RX}}-} \\
S_{\mathrm{N} .}+R\left[\mathrm{~s}^{*}, \mathrm{~N}:^{-}\right]+R\left[\mathrm{~s}^{*},(\mathrm{R} \cdots \mathrm{X})^{-}\right] \tag{6}
\end{array}
$$

Expressions for reorganization energies were derived by Marcus. ${ }^{3,13}$ Using these expressions and the Born solvation model, ${ }^{14}$ one can evaluate the reorganization energies ( $R$ ) as fractions of the corresponding desolvation energies $(S)$, as was done by Delähay. ${ }^{12}$ The simple relationship is, of course, an approximation in all cases, but one expects it to pick up the physical essence of the problem. The relationship is shown in the equation:

$$
\begin{align*}
& R\left[\mathrm{~s}^{*}, \mathrm{~N}:^{-}\right] / S_{\mathrm{N}:}=R\left[\mathrm{~s}^{*},(\mathrm{R} \cdots \mathrm{X})^{-}\right] / S_{\mathrm{R} \ldots \mathrm{x}}=\left(\epsilon-n^{2}\right) /\left[n^{2}(\epsilon-1)\right] \\
&\left(\epsilon-n^{2}\right) /\left[n^{2}(\epsilon-1)\right] \equiv \rho \quad(\rho<1) \tag{7}
\end{align*}
$$

$\epsilon$ is the static dielectric constant. $n^{2}$ is the optical dielectric constant that reflects the polarization response of the solvent to charges of the solute. Thus, the reorganization energy $(R)$ is always some fraction $(\rho)$ of the desolvation energy $(S)$, and this fraction is a characteristic property of the solvent. ${ }^{15} \rho$ indicates the contribution of solvent reorganization to the reaction barrier in transformations, such as $S_{N}{ }^{2}$, which involve charge migration. This meaning of $\rho$ is projected from the expressions of the reactivity factors in eq $8-10$ (obtained from eq 4-6):

$$
\begin{gather*}
I_{\mathrm{N}:}\left(\mathrm{s}^{*}\right)=I_{\mathrm{N}:}(\mathrm{g})+S_{\mathrm{N}:}(1+\rho)-S_{\mathrm{N} .} \quad\left(S_{\mathrm{N}:} \approx 0\right)  \tag{8}\\
A_{\mathrm{RX}}\left(\mathrm{~s}^{*}\right)=A_{\mathrm{RX}}(\mathrm{~g})+S_{\mathrm{R} \ldots \mathrm{x}}(1-\rho)-S_{\mathrm{RX}} \quad\left(S_{\mathrm{RX}} \approx 0\right)  \tag{9}\\
{\left[I_{\mathrm{N}:}-A_{\mathrm{RX}}\right]\left(\mathrm{s}^{*}\right) \approx\left[I_{\mathrm{N}:}-A_{\mathrm{RX}}\right](\mathrm{g})+S_{\mathrm{N}:}(1+\rho)-S_{\mathrm{R} . . \mathrm{x}}(1-\rho)} \tag{10}
\end{gather*}
$$

These equations reflect how the donor ability of the nucleophile, the acceptor ability of the substrate, and hence also the energy gap of the state correlation diagram are all determined by the interplay of an intrinsic reactant property (e.g., $I_{\mathrm{N}}(\mathrm{g})$ ), an intrinsic solvent property ( $\rho$ ), and a solvent-reactant interaction property (e.g., $S_{\mathrm{N}}$ ).

To utilize the above relationships for estimating reaction barriers (eq 2), we still need to determine the reactivity factor $(f)$ and to evaluate desolvation energies ( $S_{\mathrm{R} \ldots \mathrm{X}}$ ) of radical anions. The full details are given as supplementary material (Appendix 1 there) deposited with this paper. What follow here (eq 13-17) are simplified expressions that faithfully reproduce the trends of the more elaborate expressions.
The radical anion ( $\mathrm{R} \cdot \cdots \mathrm{X})^{-}\left(\mathrm{s}^{*}\right)$ obtains from the mixing of the VB forms R. : $\mathrm{X}^{-}$and R:- X with weights $\left(a^{2}\right)$ and ( $b^{2}$ ) that reflect the relative stability of the configurations at their states of nonequilibrium solvation ( $s^{*}$ ), i.e.,

$$
\begin{gather*}
(\mathrm{R} \cdot \cdot \mathrm{X})^{-}\left(\mathrm{s}^{*}\right)=a^{2}\left[\left(\mathrm{R} \cdot: \mathrm{X}^{-}\right)\left(\mathrm{s}^{*}\right)\right] \leftrightarrow b^{2}\left[(\mathrm{R}:-\mathrm{X})\left(\mathrm{s}^{*}\right)\right]  \tag{11}\\
a^{2}+b^{2}=1
\end{gather*}
$$

The weights $\left(a^{2}, b^{2}\right)$ depend on the energy separation, $\delta E\left(\mathrm{~s}^{*}\right)$, of the two VB configurations and on their interaction element $\beta_{\mathrm{RX}}$ $\left(\beta_{\mathrm{RX}} \approx\left(D_{\mathrm{RR}} D_{\mathrm{XX}}\right)^{1 / 2}\right),{ }^{1 \mathrm{~b}, \mathrm{c}, \mathrm{g}}$ such that

[^2]\[

$$
\begin{equation*}
b^{2}=0.5\left[1-\Delta /\left(\Delta^{2}+4\right)^{1 / 2}\right] ; \Delta=\left\{\delta E\left(\mathrm{~s}^{*}\right) /\left(D_{\mathrm{RR}} D_{\mathrm{XX}}\right)^{1 / 2}\right\} \tag{12}
\end{equation*}
$$

\]

$\delta E\left(\mathrm{~s}^{*}\right)$ reflects the relative gas-phase stability of $\mathrm{R}:^{-}$and $\mathrm{X}:^{-}$ modified by differential solvation of the two VB configurations in nonequilibrium conditions (s*). The relative gas-phase (g) stability is given by the electron affinity difference $A_{\mathrm{X}} .(\mathrm{g})-A_{\mathrm{R}} .(\mathrm{g})$, while the differential solvation of the two VB figurations can be approximated as that of the corresponding anions, i.e.,

$$
\begin{equation*}
S_{\mathrm{R} \cdot: \mathrm{X}}-S_{\mathrm{R}: \times \mathrm{x}} \approx S_{\mathrm{X}:}-S_{\mathrm{R}:} \quad(S=\text { desolvation } \quad \text { energies }) \tag{13}
\end{equation*}
$$

Thus, $\delta E\left(\mathrm{~s}^{*}\right)$ becomes

$$
\begin{gather*}
\delta E\left(\mathrm{~s}^{*}\right) \approx A_{\mathrm{X}} \cdot(\mathrm{~g})-A_{\mathrm{R}} \cdot(\mathrm{~g})+(1-\rho)\left[S_{\mathrm{X}:}-S_{\mathrm{R}:}\right]  \tag{14}\\
\delta E(\mathrm{~g})=A_{\mathrm{X}} \cdot(\mathrm{~g})-A_{\mathrm{R}} \cdot(\mathrm{~g})
\end{gather*}
$$

The radical anion ( $\mathrm{R} \cdot . \mathrm{X})^{-}$is considered to have a more delocalized three-electron bond the greater its carbanionic contribution ( $b^{2}$ ) (eq 11). In turn, as the carbanionic contribution increases, the fraction (f) of the energy gap which enters the activation barrier (eq 2) also increases. ${ }^{10, g}$ Thus, the effect of a solvent on the reactivity factor $(f)$ can be predicted by using eq 12 and 14 .

Having eq 12 and 14 , the desolvation energy, $S_{\mathrm{R} . . . \mathrm{x}}$, can be estimated as the sum of the desolvation energies of the two VB configurations weighted by their contributions ( $a^{2}$ ) and ( $b^{2}$ ). The desolvation energy of each configuration can be approximated by the desolvation energy of the corresponding anions, $\mathrm{X}:-$ and $\mathrm{R}:^{-}$, and hence $S_{\mathrm{R} \ldots \mathrm{x}}$ will be given by:

$$
\begin{equation*}
S_{\mathrm{R} \cdots \mathrm{X}} \approx a^{2} S_{\mathrm{X}:}+b^{2} S_{\mathrm{R}:} \tag{15}
\end{equation*}
$$

Therefore, the bond-acceptor ability of the substrate in eq 9 becomes

$$
\begin{equation*}
A_{\mathrm{RX}}\left(\mathrm{~s}^{*}\right) \approx A_{\mathrm{RX}}(\mathrm{~g})+(1-\rho)\left[a^{2} S_{\mathrm{X}:}+b^{2} S_{\mathrm{R}:}\right] \tag{16}
\end{equation*}
$$

while the energy gap of the intersecting curves reads

$$
\begin{align*}
& {\left[I_{\mathrm{N}:}-A_{\mathrm{RX}}\right]\left(\mathrm{s}^{*}\right)=} \\
& \quad\left[I_{\mathrm{N}:}-A_{\mathrm{RX}}\right](\mathrm{g})+(1+\rho) S_{\mathrm{N}:}-(1-\rho)\left[b^{2} S_{\mathrm{R}:}+a^{2} S_{\mathrm{X}:}\right] \tag{17}
\end{align*}
$$

Using eq $8,12,14,16$, and 17 one can now evaluate reactivity factors of $S_{N} 2$ nucleophiles and substrates in the gas phase and in a variety of solvents. Although these equations provide rough estimates, they contain the physical essence of the more elaborate expressions in the supplementary material, and as such they reproduce faithfully the trends of the detailed calculations. The compact number of variables promises that these equations can be integrated into a methodical thought process and provide insight for making coherent predictions.

Table I presents vertical ionization potentials for various $\mathrm{S}_{\mathrm{N}} 2$ nucleophiles. It can be seen that each solvent ${ }^{17,18}$ impairs the donor abilities of the nucleophiles, ${ }^{19}$ and, in so doing, it also disturbs the order that is set by the intrinsic gas-phase property, $I_{\mathrm{N}}(\mathrm{g})$.

[^3]Table I. $I_{\mathrm{N}}$ : $(\mathrm{g})$ Values and $I_{\mathrm{N}}:\left(\mathrm{s}^{*}\right)$ Valucs in Water and DM1 ${ }^{a}$

|  | $\mathrm{N}^{-}$ | $I_{\mathrm{N}:}(\mathrm{g})^{a}$ | $I_{\mathrm{N}}:\left(\mathrm{H}_{2} \mathrm{O}^{*}\right)^{a}$ | $\left.I_{\mathrm{N}}:(\mathrm{DMI})^{*}\right)^{c}$ | $\Delta G_{\mathrm{t}}{ }^{c, d}$ |
| :---: | :---: | :---: | :---: | :--- | :---: |
| $(1)$ | $\mathrm{F}^{-}$ | 76 | 239.80 | 213.60 | +12.0 |
| $(2)$ | $\mathrm{Cl}^{-}$ | 83 | 203.12 | 188.10 | +6.0 |
| (3) | $\mathrm{Br}^{-}$ | 78 | 185.64 | 175.10 | +3.4 |
| $(4)$ | $\mathrm{I}^{-}$ | 71 | 166.30 | 162.20 | -0.5 |
| $(4 \mathrm{a})$ | $\mathrm{I}^{-}$ |  |  | $158.5-155.5$ | $+(2-4)^{d}$ |
| $(5)$ | $\mathrm{HO}^{-}$ | 44 | 210.92 | 184.60 | +12.0 |
| $(5 \mathrm{a})$ | $\mathrm{HO}^{-}$ |  | $195^{b}$ |  |  |
| (6) | $\mathrm{HS}^{-}$ | 53.5 | 176.70 | 161.50 | +6.0 |
| $(7)$ | $\mathrm{NC}^{-}$ | 89.5 | 200.26 | 189.55 | +3.4 |

${ }^{a}$ All values in $\mathrm{kcal} / \mathrm{mol}$. $I_{\mathrm{N}}$ : $\left(\mathrm{s}^{*}\right)$ follows from eq 8.
$S_{\mathrm{N}}:\left(\mathrm{H}_{2} \mathrm{O}\right)=105,77,69,61.1,107,79,71$ tor $\mathrm{I}^{-}$to $\mathrm{NC}^{-}$in respective order. The $S_{\mathrm{N}}$ : values tor $\mathrm{F}^{-}, \mathrm{Cl}^{-}, \mathrm{Br}^{-}$. and $\mathrm{I}^{-}$are Noyes' (ref 18 d ) dehydration energies ( $+2 \mathrm{keal} / \mathrm{mol}$ ) that reproduce $I_{\mathrm{N}}:\left(\mathrm{H}_{2} \mathrm{O}^{*}\right)$ values of ret 12. Data source is discussed in the supplementary material (Appendix 5$) . \quad \rho\left(\mathrm{H}_{2} \mathrm{O}\right)=0.56: \rho\left(\right.$ DMl $\left.^{\prime}\right)=$ 0.48 (ref 16 ). $b$ This value is from ref 12 . See ref 17 d . ${ }^{c} \Delta G_{t}$ values (ref 181) are used to calculate $I_{\mathrm{N}}$ : (DMF*); see ret 20 a . $\Delta G_{\mathrm{t}}=S_{\mathrm{N}}:\left(\mathrm{H}_{2} \mathrm{O}\right)-S_{\mathrm{N}}(\mathrm{DMF}) . \quad{ }^{d}$ See ret 20 b.

The impairment of the donor abilities originates in the $(1+\rho) S_{\mathrm{N}}$ : term (eq 8) that accounts for the contributions of solvation and solvent reorganization to the ionization process.

Another trend is projected by comparing the $I_{\mathrm{N}:}\left(\mathrm{s}^{*}\right)$ values in the two solvents. Thus, the difference in the donor abilities of the same ion in $\mathrm{H}_{2} \mathrm{O}$ and DMF is much larger than the corresponding free energies of the transfer $\Delta G_{t}$ (Table I, last column). The root cause is the $(1+\rho)$ term (eq 8) that amplifies the differences in solvation. This amplification combined with the smaller reorganization factor, $\rho$, of DMF further accentuates the differences that originate in the $\Delta G_{t}$ values. Furthermore, even if $\Delta G_{\mathrm{t}}$ is $\sim 0$, the vertical ionization potential will still be smaller in DMF than in $\mathrm{H}_{2} \mathrm{O}$ owing to the smaller reorganization factor of DMF ( $\rho=0.48 \mathrm{vs}$. 0.56 ; Table I, footnote $a$ ). ${ }^{16}$ An example is provided by iodide in entry 4.
Let us turn to Table II to consider the acceptor abilities of substrates, and the degree of delocalization ( $b^{2}$ ) of their radical anions (eq 11) in the gas phase (g) and in $\mathrm{H}_{2} \mathrm{O}$. The identity of the trends in the aqueous solution sets (II-IV) grants us some degree of confidence that the trends have a physical significance.

As expected, solvation of $\left(\mathrm{H}_{3} \mathrm{C} \cdots \mathrm{X}\right)^{-}$renders the $\mathrm{H}_{3} \mathrm{C}-\mathrm{X}$ substrates better electron acceptors relative to the gas phase. However, owing to the conditions of nonequilibrium solvation, the solvating power of the solvent takes only a partial expression as indicated by the ( $1-\rho$ ) factor that multiplies the desolvation energies in eq 16. As a result, the acceptor abilities of the $\mathrm{S}_{\mathrm{N}} 2$ substrates in $\mathrm{H}_{2} \mathrm{O}$ retain the same order that is established in the gas phase (compare sets II-IV with set I). This gas-phase order is set by the $\mathrm{C}-\mathrm{X}$ two-electron bond strength ( $D_{\mathrm{R}-\mathrm{X}}$ ), the electron affinity of $\mathrm{X}\left(A_{\mathrm{X}}.\right)$, and the three-electron bond energy $D_{\mathrm{R} . . \mathrm{x}}$, as shown in eq 18 that was extensively discussed before. ${ }^{\mathrm{c}, \mathrm{g}}$
$A_{\mathrm{RX}}(\mathrm{g})=A_{\mathrm{X}} .(\mathrm{g})-D_{\mathrm{R}-\mathrm{X}}(\mathrm{g})+D_{\mathrm{R} \ldots \mathrm{X}}(\mathrm{g}) \quad\left(\mathrm{R}=\mathrm{CH}_{3}\right)$
In addition to improving the acceptor ability of the substrate, the solvent also polarizes the three-electron bond. This can be understood by reference to eq 14 and 12 , which together show that the solvent modulates the contribution ( $b^{2}$ ) of the carbanionic VB form $\left(\mathrm{H}_{3} \mathrm{C}^{-} \cdot \mathrm{X}\right)$ in proportion to the differential solvation $\left(S_{\mathrm{X}}\right.$ $-S_{\mathrm{R}}$ ) of $\mathrm{X}^{-}$and $\mathrm{H}_{3} \mathrm{C}:^{-}$. Thus $\left(\mathrm{H}_{3} \mathrm{C} \cdots \mathrm{F}\right)^{-}$and $\left(\mathrm{H}_{3} \mathrm{C} \ldots \mathrm{OH}\right)^{-}$ become significantly less delocalized in $\mathrm{H}_{2} \mathrm{O}$ relative to the gas phase because of the very strong solvation of $\mathrm{F}^{-}$and $\mathrm{HO}^{-}{ }^{17,18}$ For the rest of the anions this effect is much less significant since, in conditions of nonequilibrium solvation, the differential solvation ( $S_{\mathrm{X}:}-S_{\mathrm{R}:}$ in eq 14) takes only partial expression $(1-\rho)$. Consequently, the trends in the three-electron bond delocalization also remain similar to those in the gas phase. And one can distinguish between two groups: the radical anions of the methyl

[^4]Table II. C-X Bond Acceptor Abilitics $\left(A_{\mathrm{RX}}\right)$ and Degrees of Three-Electron Bond Delocalization ( $b^{2}$ ) for $\mathrm{CH}_{3} \mathrm{X}$ Substrates ${ }^{a}$

|  | X | $\frac{\text { gas phase }}{\mathrm{I}^{b}}$ |  | $\mathrm{H}_{2} \mathrm{O}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $1 I^{c}$ |  | $\mathrm{III}^{\text {d }}$ |  | $\mathrm{IV}^{e}$ |
|  |  | $A_{\text {RX }}(\mathrm{g})$ | $\left(b^{2}\right)$ | $\overline{A R X X}^{\left(s^{*}\right)}$ | $\left(b^{2}\right)$ | $A_{\text {RX }}\left(\mathrm{s}^{*}\right)$ | $\left(b^{2}\right)$ | $A_{\text {RX }}\left(\mathrm{s}^{*}\right)$ |
| (1) | F | -59 | 0.242 | -11.1 | 0.204 | -16.5 | 0.200 | -36.0 |
| (2) | Cl | -30 | 0.253 | +4.8 | 0.242 | +2.4 | 0.240 | -12.2 |
| (3) | Br | -21 | 0.246 | +11.7 | 0.241 | +8.8 | 0.241 | -4.7 |
| (4) | I | -10 | 0.240 | +19.2 | 0.244 | +17.1 | 0.243 | +3.7 |
| (5) | HO | -65 | 0.357 | -18.5 | 0.307 | -23.7 | 0.301 | -42.0 |
| (6) | HS | -41 | 0.340 | -3.8 | 0.326 | -8.4 | 0.322 | -25.0 |
| (7) | NC | -68 | 0.309 | -34.4 | 0.304 | -37.8 | 0.303 | -52.7 |

${ }^{a} A_{\mathrm{RX}}$ values are in kcal/mol. ( $b^{2}$ ) is the weight of $\mathrm{R}:^{-} \cdot \mathrm{X}$ (eq 11). ${ }^{b}$ See ref $1 \mathrm{c}, \mathrm{g} .{ }^{c}$ Results of the more accurate equations (28, 29, 35) in the supplementary material. Data source in Appendix 5 in the supplementary material. $d$ Results of the approximate equations 12 and 16 of this text. $S_{\mathrm{H}_{3} \mathrm{C}}=63.5 \mathrm{kcal} / \mathrm{mol}$. ${ }^{e}$ Results of equation 9 . Desolvation energies of $(\mathrm{R} \cdots \mathrm{X})^{-}$are calculated independently using t'ic Noyes-Jortner equation (ref 21 ). For details see Appendix 2 in the supplementary material.

Table III. $\mathrm{C}-\mathrm{X}$ Bond Acceptor Abilities $\left(A_{\mathrm{RX}}\right)$ and Degrees of Threc-Electron Bond Delocalization ( $b^{2}$ ) for $\mathrm{CH}_{3} \mathrm{X}$ Substrates in DMF and $\mathrm{PhNO}_{2}{ }^{a}$

|  |  | $\mathrm{H}_{2} \mathrm{O}^{b}$ |  | $\mathrm{DMF}^{c}$ |  |  | $\mathrm{PhNO}_{2}{ }^{c}$ |  |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  |  | $A_{\mathrm{RX}}$ | $A_{\mathrm{RX}}$ | $\left(b^{2}\right)$ |  | $A_{\mathrm{RX}}$ | $\left(b^{2}\right)$ |  |
| $(1)$ | F | -11.10 | -10.63 | 0.209 |  |  |  |  |
| $(2)$ | Cl | +4.80 | +7.11 | 0.245 |  | +9.66 | 0.247 |  |
| $(3)$ | Br | +11.70 | +14.95 | 0.244 |  | +16.00 | 0.245 |  |
| $(4)$ | I | +19.20 | +24.10 | 0.242 | +25.90 | 0.244 |  |  |
| $(5)$ | HO | -18.50 | -17.18 | 0.313 |  |  |  |  |
| $(6)$ | HS | -3.80 | -2.70 | 0.328 |  |  |  |  |
| $(7)$ | NC | -34.40 | -31.39 | 0.306 |  |  |  |  |

${ }^{a} A_{\mathrm{RX}}$ in $\mathrm{keal} / \mathrm{mol}$. Results of the more accurate equations $(28,29,35)$ in the supplementary material. The approximate equations in the text (eq 12,16) yicld very close values (consult Table II). ${ }^{b}$ Set II from Table II. ${ }^{c} \rho(\mathrm{DMF}) \approx 0.48 ; \rho\left(\mathrm{Ph} \mathrm{NO}_{2}\right) \approx$ $0.4 ; \rho\left(\mathrm{H}_{2} \mathrm{O}\right)=0.56$ (ref 16 ). Desolvation energies for $\mathrm{X}^{-}$'s are estimated from $\Delta G_{\mathrm{t}}$ data in ref $18 \mathrm{k}, \mathrm{l} . S_{\mathrm{H}_{3} \mathrm{C}}$ : DMF ) $=64 \mathrm{kcal} /$ $\mathrm{mol} ; S_{\mathrm{H}_{3} \mathrm{C}}:\left(\mathrm{Ph} \mathrm{NO}_{2}\right)=55 \mathrm{kcal} / \mathrm{mol}$. Data source is discussed in Appendix 5 in the supplementary material.
halides (entries 1-4) which have quite localized three-electron bonds, and the group of $\left(\mathrm{H}_{3} \mathrm{C} \cdots \mathrm{OH}\right)^{-},\left(\mathrm{H}_{3} \mathrm{C} \cdots \mathrm{SH}\right)^{-}$, and $\left(\mathrm{H}_{3} \mathrm{C}\right.$. . CN$)^{-}$which have more delocalized three-electron bonds. These trends have been obtained in all the sets of calculations which we tried, using desolvation energies from various sources with $S_{\mathrm{H}_{3} \mathrm{C}}$ : values ranging from $47-70 \mathrm{kcal} / \mathrm{mol}$.
Table III shows the effect of DMF and $\mathrm{PhNO}_{2}$ on the substrate acceptor ability, and on the degree of three-electron bond delocalization. The interesting feature arises when we compare the $A_{\mathrm{RX}}$ values in DMF and $\mathrm{PhNO}_{2}$ with those in $\mathrm{H}_{2} \mathrm{O}$. Thus, despite the fact that solvation energies are larger in $\mathrm{H}_{2} \mathrm{O}$ than in DMF or in $\mathrm{PhNO}_{2}$, the latter two solvents stabilize the radical anions slightly better than does $\mathrm{H}_{2} \mathrm{O}$. This seeming contradication can be explained with the aid of eq 16. At the state of nonequilibrium solvation ( $\mathrm{s}^{*}$ ) the radical anion ( $\left.\mathrm{H}_{3} \mathrm{C} \cdots \mathrm{X}\right)^{-}$loses a fraction of its solvation energy in proportion to the reorganization factor of the solvent, $\rho$. Therefore, the aprotic solvents $\mathrm{PhNO}_{2}$ and DMF that have small reorganization factors will stabilize $\left(\mathrm{H}_{3} \mathrm{C} \cdots \mathrm{X}\right)^{-( }\left(\mathrm{s}^{*}\right)$ better than, or as well as, does $\mathrm{H}_{2} \mathrm{O}$ with the larger reorganization factor (footnote $c$, Table III). The same rule applies to other aprotic solvents that have a small $\rho$ factor.

Having gained some insight into the properties of $\mathrm{S}_{\mathrm{N}} 2 \mathrm{nu}-$ cleophiles and substrates, and into the effect of solvent reorganization, we can now analyze the barriers of the identity $\mathrm{S}_{\mathrm{N}} 2$ transformation.

## II. The $\mathbf{S}_{\mathbf{N}} \mathbf{2}$ Identity Exchange ( $\mathbf{X}:^{-}+\mathbf{C H}_{\mathbf{3}} \mathbf{X} \rightarrow \mathbf{X C H}_{\mathbf{3}}+$ : $\mathrm{X}^{-}$)

Intrinsic barriers are becoming cornerstones in the epistemology of physical organic chemistry. This process can be witnessed by the recent important applications of the Marcus equation ${ }^{3}$ to explain $\mathbf{S}_{\mathrm{N}} 2$ reactivity trends. ${ }^{8}$ At the same time, intrinsic barriers
per se are perhaps among the least understood reactivity factors, and, rather than being considered as variables to be understood or explained, they are treated as means to predict other reactivity trends (in nonidentity reactions). Our aim in this section is to show that the trends in the intrinsic barriers arise from the interplay of reactant properties and solvent properties in a manner that reflects the nature of the $\mathrm{S}_{\mathrm{N}} 2$ reaction as a transformation involving simultaneous single electron shift and bond interchange. In terms of our model this interplay is brought to the fore through the gap and the "slopes" 23 of the curves in the state correlation diagram (Figure 1).
The reactivity factors that determine the barrier height of identity reactions are ( $I_{\mathrm{X}:}-A_{\mathrm{RX}}$ ) and $f$ (eq 2 and Figure 1). The gap factor ( $I_{\mathrm{X}}-A_{\mathrm{RX}}$ ) is the donor-acceptor index of the reactant pair ( X :- $/ \mathrm{CH}_{3} \mathrm{X}$ ), and this index accounts for the electron-shift aspect of the transformation. The "slope" factor $f$ is the fraction of the energy gap that enters into the activation barrier. This fraction is determined by the steepness of the curves under the characteristic distortions of the reaction coordinate. ${ }^{23}$ As we have shown previously, ${ }^{1,8} f$ is proportional to the carbanionic character of the three-electron bond in the radical ion ( $b^{2}$ ) (eq 11). Therefore, variations in ( $b^{2}$ ) set the value of $f$ and take into account the bond-interchange aspect of the transformations. ${ }^{10,8,23}$

The interplay of these two aspects is likely to leave its mark on the reactivity patterns. According to eq 2 the ensemble of identity reactions will fall into families that share a common "slope" index, $f$. Within each such family the barriers are expected to vary as does the size of the donor-acceptor index ( $I_{\mathrm{X}}-A_{\mathrm{RX}}$ ), with a sensitivity that is proportional to $\left(b^{2}\right)$ through its proportionality to the "slope" index $f .{ }^{23}$ Owing to this different sensitivities of the reaction families, the totality of the reactivity data is expected to exhibit donor-acceptor ( $I_{\mathrm{X}:}-A_{\mathrm{RX}}$ ) controlled patterns side by side with "slope" ( $b^{2}$ ) controlled patterns.

Table IV presents reactivity factors and barriers of some identity reactions in the gas phase and in $\mathrm{H}_{2} \mathrm{O} .{ }^{8}$ In accord with the predictions of eq 2 , the reactions are seen to form two distinct families. The first family (entries 1-4) consists of the halideexchange reactions for which the radical anions $\left(\mathrm{H}_{3} \mathrm{C} \ldots \mathrm{X}\right)^{-}$are quite localized (small $b^{2}$ ). And the second family (entries 5-7) involves exchange of X's which form more delocalized radical anions (larger $b^{2}$ ). The barriers within each group vary as does the size of ( $\mathrm{I}_{\mathrm{X}}-A_{\mathrm{RX}}$ ). Thus the best donor-acceptor $\mathrm{X}^{-} / \mathrm{CH}_{3} \mathrm{X}$ pair within each group has the smallest barrier, $E$ (e.g., entry 4), while the worst donor-acceptor pair (e.g., entry 1) has the largest barrier (compare also entries 6 vs. 7).

The sensitivity of each family to the donor-acceptor index is seen to be proportional to the $\left(b^{2}\right)$ index. In accord with the different sensitivities, the reactions barriers in the second family (entries 5-7) are seen to be larger than those of the first family
(23) The "slope" index $f$ depends on the form of the curves as a function of the characteristic molecular distortions along the reaction coordinate (e.g., $f=0.25$ for two parabolae; $f=0.5$ for two straight lines having equal slopes, etc.). One can derive an expression that links $b^{2}$ to the steepness of descent of the two curves. For a given gap, the steepness of descent determines the value of $f$ and this is the basis for eq 19. For discussions, see ref $1 \mathrm{c}, \mathrm{e}, \mathrm{g}$.

Table IV. Reactivity Factors and Barriers $(E)$ for $\mathrm{X}^{-}+\mathrm{CH}_{3} \mathrm{X} \rightarrow \mathrm{XCH}_{3}+\mathrm{X}^{-}$in the Gas Phase and in $\mathrm{H}_{2} \mathrm{O}^{a}$

|  | X | gas phase |  |  | $\mathrm{H}_{2} \mathrm{O}$ |  |  | DMF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\overline{I_{\mathrm{X}},-A_{\mathrm{RX}}}$ | ${ }^{\left(b^{2}\right)}$ | $E^{\text {b }}$ | $I_{\mathrm{X}}-A_{\mathrm{RX}}$ | ( $b^{2}$ ) | $E^{\text {d }}$ | $\overline{I_{\mathrm{X}},-A_{\mathrm{RX}}}$ |
| (1) | I | 135 | 0.242 | 26.2 (11.7) | 250.9 | 0.204 | 31.8 | 224.2 |
| (2) | Cl | 113 | 0.253 | 10.2 (5.5) | 198.3 | 0.242 | 26.5 | 180.9 |
| (3) | Br | 99 | 0.246 | 11.2 (-) | 173.9 | 0.241 | 23.7 | 160.1 |
| (4) | I | 81 | 0.240 | 6.4 | 147.1 | 0.244 | 22.0 | 138.1 |
| (5) | HO | 109 | 0.357 | 26.6 (29.2) | $213.4{ }^{\text {c }}$ | 0.307 | 41.8 | 201.8 |
| (6) | HS | 94 | 0.340 | 24.2 (15.6) | 180.5 | 0.326 | $\geqslant 33.9^{e}$ | 164.2 |
| (7) | NC | 157 | 0.309 | 35.0 (43.8) | 234.7 | 0.304 | 50.9 | 220.9 |

${ }^{a} I_{\mathrm{X}}$ : is taken from Table $1\left(I_{\mathrm{N}}\right)$. $A_{\mathrm{RX}},\left(b^{2}\right)$ are taken from sets I and II in Table II and from Table III (DMF). ${ }^{b}$ Experimental barricrs are from Brauman et al. (ref $6 \mathrm{~d}, \mathrm{j}$ ). In parentheses are ab initio computed values from Wolfe et al. (ref 70 ). $E$ for $\mathrm{I}^{-} / \mathrm{CH}_{3} \mathrm{I}$ is estimated by us (ref lc). ${ }^{c}$ Using $I_{\mathrm{HO}}$ : from Table I (entry 5 a ). ${ }^{d} \Delta G^{\ddagger}$ s from Albery and Kreevoy (ref 8 a ). $e^{e} \Delta G^{\ddagger}$ estimated from Lewis and Kukes (ref 22 ).

Table V. Calculated and Experimental Barriers $(E)^{a}$ for $\mathrm{X}^{-}+\mathrm{CH}_{3} \mathrm{X} \rightarrow \mathrm{XCH}_{3}+\mathrm{X}^{-}$

|  | X | $\mathrm{H}_{2} \mathrm{O}$ |  |  | DMF |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{I}^{\text {b }}$ | $\mathrm{II}^{\text {d }}$ |  |  |  |  |
|  |  | $E$ (calcd) | $E^{-}$(calcd) | $E(\operatorname{expt1})^{e}$ | $E(\text { calcd })^{f}$ | $E(\operatorname{cxptl})^{e}$ | $\Delta E(\text { caled })^{g}$ |
| (1) | F | 37.18 (38.70) | 34.43 | 31.8 | 32.86 (34.41) |  | 4.32 |
| (2) | Cl | 33.98 (33.42) | 31.14 | 26.5 | 30.32 (29.80) | 22.71 | 3.66 |
| (3) | Br | 27.92 (28.61) | 25.62 | 23.7 | 25.06 (25.70) | 18.40 | 2.86 |
| (4) | I | 21.89 (23.39) | 20.18 | 22 | 19.42 (20.81) | 16.01 | $2.47^{h}$ |
| (4a) | I |  |  |  |  |  | $(3.60)^{h}$ |
| (5) | HO | 51.50 (50.65) | 51.71 | 41.8 | 49.16 (48.41) |  | 2.34 |
| (5a) | HO | $56.50(55.53)^{c}$ |  |  |  |  | $7.34{ }^{\text {c }}$ |
| (6) | HS | 44.84 (44.12) | 41.68 | $\geqslant 33.9$ | 39.86 (39.22) |  | 4.98 |
| (7) | NC | 57.44 (56.40) | 56.65 | 50.9 | 53.52 (52.72) |  | 3.92 |

[^5](entries 1-4). Thus a "slope"-controlled reactivity pattern is generated by such comparisons. For example, the larger barrier for the $\mathrm{HS}^{-}$exchange, in comparison with, e.g., the $\mathrm{Cl}^{-}$exchange (entries 6 and 2), originates in the delocalized three-electron bond of $\left(\mathrm{H}_{3} \mathrm{C} \cdots \mathrm{SH}\right)^{-}$. This delocalization impairs the slopes of descent of the curves, thereby letting a higher fraction $(f)$ of the gap ( $I_{\mathrm{HS}}$ : - $\left.A_{\mathrm{CH}_{3} \mathrm{SH}}\right)$ enter the activation barrier. ${ }^{1 \mathrm{c}, \mathrm{g}}$

These reactivity patterns are common to the gas-phase and solution data that appear in Table IV. This is in accord with the fact that the reactivity factors in the gas phase and in aqueous solutions exhibit approximately the same trends. Thus while the solvent affects only slightly the ( $b^{2}$ ) index, it increases considerably the $I_{\mathrm{X}:}-A_{\mathrm{RX}}$ factor, and therefore the main solvent effect is to increase the gap between the curves that generate the barrier (Figure 1). This is the root cause for the consistent increase of the reaction barrier in aqueous solution relative to the gas phase (see Table IV). This trend is common to $\mathrm{H}_{2} \mathrm{O}$, DMF (last column in Table IV), and to other solvents that we have tried, e.g., EtOH , $\mathrm{Me}_{2} \mathrm{CO}, \mathrm{Me}_{2} \mathrm{SO}, \mathrm{PhNO}_{2}$, etc. Thus the collage of reactivity patterns, generated by the identity $\mathrm{S}_{\mathrm{N}} 2$ reactions, is seen to arise from solvent amplification of intrinsic gas-phase trends that, by themselves, are established via the interplay of the electron shift and the bond-interchange aspects of the $\mathrm{S}_{\mathrm{N}} 2$ transformation. ${ }^{1 c, 8}$

In order to amplify the above insight, let us couch the above considerations by a quantitative application of eq 2. Previously, ${ }^{1 \mathrm{c}, \mathrm{g}}$ we have established the proportionality of the "slope" factor $f$ and the delocalization index $\left(b^{2}\right)$, such that: ${ }^{23}$

$$
\begin{equation*}
f=k b^{2} \quad(k=\text { proportionality factor }) \tag{19}
\end{equation*}
$$

To obtain a more explicit expression for $f$ we need the exact forms of the intersecting curves in Figure 1. Since this is obviously impossible, we need a starting point to calibrate the $f$ values. A good starting point is $f=0.25$, which is the value obtained when the reaction profile is mimicked by the intersection of two parabolic curves, ${ }^{23}$ as in the Marcus theory. ${ }^{3}$ Using $f=0.25$ for the gasphase halide-exchange reactions, we obtain that $k \approx 1$ (eq 19),
because $\left(b^{2}\right) \approx 0.25$ for all the gas-phase halide-exchange reactions (Table IV). Under this calibration ( $k \approx 1$ ) eq 19 becomes:

$$
\begin{equation*}
f \approx b^{2} \tag{20}
\end{equation*}
$$

To unify the expressions for the gas-phase and solution barriers, we assume constancy of the avoided crossing parameter, $B,{ }^{1 \mathrm{c}}$ and we set $B=14 \mathrm{kcal} / \mathrm{mol}$, as used previously for gas-phase reactions. ${ }^{1 c}$ Under these simplifications the barrier (in solution and/or in the gas phase) takes the expression:

$$
\begin{equation*}
E(\mathrm{kcal} / \mathrm{mol})=b^{2}\left[I_{\mathrm{X}:}-A_{\mathrm{RX}}\right]-14 \tag{21}
\end{equation*}
$$

Using this expression we have calculated intrinsic barriers in $\mathrm{H}_{2} \mathrm{O}$ and in DMF. These results are exhibited in Table V along with other sets of calculations. The experimental barriers, $E$ (exptl), in the table are the values derived (by Albery and Kreevoy ${ }^{82}$ ) from the Marcus equation using experimental rate data of nonidentity reactions. The different sets of calculation exhibit identical trends, and, at the same time, they also reproduce fairly well the trends in the "Marcus-experimental" barriers. This performance is encouraging from the point of view of the simple model equation (eq 21). Thus, the physical essence of the problem seems to be captured by the model in terms of the interplay between the electron-shift and bond-interchange aspects of the $\mathrm{S}_{\mathrm{N} 2}$ transformation.
Since solvent effects have mechanistic significance in physical organic chemistry, 5 g.h.r it is important to derive a simple expression that provides some insight into these effects that are summarized in Tables IV and V. Following eq 17 (note that $a^{2}+b^{2}=1$ and $S_{\mathrm{N}:} \equiv S_{\mathrm{X}}$ ), the shift in the energy gap factor relative to the gas phase is:

$$
\begin{align*}
& {\left[I_{\mathbf{X}:}-A_{\mathrm{RX}}\right]\left(\mathrm{s}^{*}\right)-\left[I_{\mathbf{X}:}-A_{\mathrm{RX}}\right](\mathrm{g})=} \\
& \quad 2 \rho S_{\mathbf{X}:}+b^{2}(1-\rho)\left(S_{\mathbf{X}:}-S_{\mathrm{R}:}\right) \tag{22}
\end{align*}
$$

Since the ( $b^{2}$ ) values are only slightly affected by the solvent, we can utilize a common ( $b^{2}$ ) value for the gas-phase and solution
barriers in eq 21 (or eq 20 with $k \approx 1$ ). The solvent shift of the barrier relative to the gas phase becomes then ( $s=$ in a solvent; $\mathrm{g}=$ in the gas phase):

$$
\begin{align*}
& E_{\mathrm{s}}-E_{\mathrm{g}}= \\
& \quad 2 \rho b^{2} S_{\mathrm{X}:}+b^{4}(1-\rho)\left[S_{\mathrm{X}:}-S_{\mathrm{R}:}\right] \approx 2 b^{2} \rho S_{\mathrm{X}:} \quad\left(b^{4} \ll 1\right) \tag{23}
\end{align*}
$$

Put in words: any solvent will magnify the intrinsic barriers in proportion to the delocalization index $\left(b^{2}\right)$ of the radical anion, to the desolvation energy of the anion $\mathrm{X}:-\left(S_{\mathrm{X}}\right)$, and to the solvent reorganization factor $(\rho)$.

In accord with eq 23, the consistently smaller barriers in DMF relative to $\mathrm{H}_{2} \mathrm{O}$ (Table V ) arise from a combination of smaller desolvation energies ( $S_{\mathrm{X}}$ ) in DMF, and the smaller reorganization factor ( $\rho$ ) of this solvent. The smaller $\rho$ of DMF signifies that the contribution of solvent reorganization to the reaction barrier will be generally smaller in this solvent relative to $\mathrm{H}_{2} \mathrm{O}$. Thus, even if an anion is slightly better solvated in DMF relative to $\mathrm{H}_{2} \mathrm{O}$, the exchange barrier can still be smaller in DMF. An example of this kind is given in Table V (see $\Delta E$ values, in the last column, for entry 4: $\mathrm{I}^{-} /\left(\mathrm{CH}_{3} \mathrm{I}\right)$.

Equation 23 can be utilized to explore another interesting trend. The last column in Table $V$ presents $\Delta E$ (calcd) values which account for the change in the barrier height upon solvent replacement ( $\mathrm{H}_{2} \mathrm{O} \rightarrow$ DMF). It can be seen that reactions with delocalized radical anions (large $b^{2}$ ) exhibit a greater sensitivity to solvent replacement than reactions with localized radical anions (small $b^{2}$ ). For example, the $\Delta E$ value for $\mathrm{HS}^{-}$exchange is larger than that for $\mathrm{Cl}^{-}$exchange (entries 2 and 6) despite the same free energy of transfer, $\Delta G_{\mathrm{t}}\left(\mathrm{H}_{2} \mathrm{O} \rightarrow\right.$ DMF $)$, of the two anions and their approximately equal desolvation energies (see Table I, last column and footnote $a$ ). The same trend applies to the exchange reactions of $\mathrm{NC}^{-}$vs. $\mathrm{Br}^{-}$(entries 3 and 7, Table V). This behavior is in accord with the prediction of eq 23 that the sensitivity of any reaction will be proportional to the $\left(b^{2}\right)$ index through the "slope" factor $f$ (eq 20, 21).

This last conclusion originates in the assumption that is inherent in the application of our model (Figure 1) that solvent reorganization follows the reactants' reorganization along the reaction coordinate. And as a result of this follow-up, the reorganization of the solvent responds to the electronic features of the reactants $\left(b^{2}\right)$. While this conclusion may sometimes be faulty, ${ }^{24}$ it is worthy of further exploration. Moreover, this conclusion is credited with our previous experience that substrates with delocalized radical anions (e.g., $\mathrm{CH}_{3} \mathrm{SR}, \mathrm{CH}_{3} \mathrm{CN}$ ) are generally more sensitive to any variation that pertains to their $\mathrm{S}_{\mathrm{N}} 2$ reactivity. ${ }^{18}$

It is appropriate at this point to comment on the relationship between our model and the commonly used models that rely on transition-state properties to conceptualize reactivity. ${ }^{\text {se-kr-u, } 6 \text { a,g }}$ The seemingly two different approaches are essentially similar since they both spring from the solvent response to charge reorganization. In this sense one can use the results of eq 23 to discuss properties of the transition state. For example, the $E_{\mathrm{s}}-E_{\mathrm{g}}$ quantity in eq 23 is always positive. In terms of the transition-state concept this will mean that all of the $\left(\mathrm{XCH}_{3} \mathrm{X}\right)^{-}$transition states are less strongly solvated than their corresponding ground states, $\mathrm{X}^{-} /$
(24) Kurz, J. L.; Lee, J.; Rhodes, S. J. Am. Chem. Soc. 1981, 103, 7651.
$\mathrm{CH}_{3} \mathrm{X}$, in any solvent. This is exactly the conclusion that was first drawn in the important work of Olmstead and Brauman, ${ }^{6 a}$ and later found support by Bohme and Mackay ${ }^{68}$ in their elegant studies of $\mathrm{S}_{\mathrm{N}} 2$ reactions using $\mathrm{HO}^{-}$solvated by small water clusters. Similar correlations between the two approaches can be made using other results of this work. For example, the relative solvation of transition states in $\mathrm{H}_{2} \mathrm{O}$ and DMF can be discussed along the same lines using eq 23 and the known free energies of transfer of the anions ( $\Delta G_{t}$ in Table I).

Thus, while we are not enamored with the numerical results, it does seem that the qualitative and quantitative aspects of the model lead to a logical conceptualization of reactivity trends within the ensemble of identity $\mathrm{S}_{\mathrm{N}} 2$ reactions ( $\mathrm{X}^{-}+\mathrm{CH}_{3} \mathrm{X} \rightarrow \mathrm{XCH}_{3}$ $+\mathrm{X}^{-}$). The predictions of the model (Tables IV and V ) neatly fit with the observation in the literature that reactivity trends within this unique set respond to the leaving-group ability of $\mathrm{X}^{-}$ rather than to its nucleophilicity ${ }^{6 d \mathrm{~d}, 7_{0}, 8 \mathrm{a}, 25}$ and that this general trend remains invariant under a solvent change.

## III. Conclusions

We have attempted to show here that the VB state correlation diagram model ${ }^{1}$ can provide a basis for conceptualization of both solvent effects and intrinsic reactivity trends in the $\mathrm{S}_{\mathrm{N}} 2$ reaction (eq 2). Utilizing the Marcus theory of nonequilibrium polarization, ${ }^{13}$ solvent effect can be treated in terms of a compact number of well-defined properties related to solvent ( $\rho$ ) and to solvent-reactant interactions (e.g., $S_{\mathrm{X}}$.). This simplification endows the state correlation diagram model with an ability to unify reactivity trends, in the gas phase and in solution, and to make verifiable predictions in a coherent manner.

The model has, of course, limitations which spring from any attempt to generalize in chemistry. ${ }^{15,26}$ In addition, achieving some measure of generality required us to sacrifice the detailed microscopic information. Yet one must hope that attainment of some unification is worthy of the loss of details, and that some of the details can be retrieved by further refinement of the model. ${ }^{26}$
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